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Abstract—This paper presents the outline and implementation
of a virtual reality-based training tool for interacting with the
Julius Open-Source Voice Recognition Software [1]. This imple-
mentation builds on our previously designed tool for training
police officers the command words associated with an integration
of Julius with a robotic system with which they trained. By
expanding the design into virtual reality, it was possible to
increase realism of training as well as rapidly prototype and
test new interfaces to support individuals’ interactions with
the voice recognition system. A simulated wearable display was
provided to allow officers to look up the commands they needed
and to provide feedback on what the voice recognition system
detected. Additional functionality was incorporated to support
new interaction methods such as push to talk and push to
confirm.

Keywords—Human-Robot Interface, Automatic Speech Recog-
nition, Training Tool, Virtual Reality

I. INTRODUCTION

There are many situations in which training users presents
significant challenges. Training law enforcement officers in
the real world can present logistical challenges of reserving
locations suitable for law enforcement operations, recruiting
and scheduling role players, making available dangerous or ex-
pensive equipment outside of regular work hours, etc. Training
law enforcement officers to use a voice recognition system to
control a robot during tactical operations presents all of these
challenges.

The use of virtual reality (VR) for training is increasingly
popular as VR allows individuals to train on a wide range
of tasks in a realistic but safe and controlled environment.
VR allows individuals to safely interact with equipment that
might be dangerous or expensive, without risking damage
to the equipment or the person. In addition, VR allows
trainees to gain experience in scenarios that rarely occur or
are impractical to recreate in the real world. VR also allows
individuals to train in locations that are simply inaccessible for
real-world training but are realistic environments they could
expect to operate in during an emergency.

In addition to the benefits for trainees, VR can also serve
as an engine for innovation. Implementing a complex system
with multiple real-world components often presents numerous
technical challenges (e.g., networking and communication,
basic wiring, noisy environments, etc.). In VR, many of these
complications can be abstracted away and allow designers to
rapidly prototype interfaces to complex systems that can be
tested in VR and then later translated to the real world.

II. RELATED WORK

Using virtual reality as a tool for effective training is not a
new concept. Several virtual reality training environments have
been developed for a multitude of tasks including CBRN [3],
first responders [2], aircraft cabin safety [4], and improvement
of communication skills [5]. These tools are currently being
adopted across the United States by major retail companies
such as Walmart [6].

III. PREVIOUS WORK

Previously, Julius [1] was integrated with the Dr. Robot
Jaguar V4 robot platform in use at Mississippi State University
(MSU). The Julius open source software was implemented
thanks to collaborations with the Technical University of
Kosice (TUKE), who configured the grammar and phonetic

Fig. 1. Dr. Robot Jaguar V4 robot with attached distraction devices
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dictionary needed and compiled the acoustic models from
the Wall Street Journal (WSJ) [7], TIMIT (Texas Instruments
and Massachusetts Institute of Technology) [8] and TUKE-
BNews (TUKE - Broadcast News) [9] acoustical corpuses.
Additionally, a network socket interface was developed for
sending the recognized commands to the Robot Operating
System (ROS) and other applications.

This system is used in police training sessions in coordi-
nation with the Starkville, MS Police Department’s Special
Weapons and Tactics team (SWAT). Once a month, the SWAT
team spends time at MSU training in the Robotics Testbed
at the Center for Advanced Vehicular Systems (CAVS). The
Robotics Testbed was designed to be a re-configurable space
and, for the purpose of law enforcement operations training,
currently houses a mock 2 bedroom apartment. The mock
apartment is used by the SWAT team to train officers to
properly investigate and clear a building while facing hostile
assailants. The Robotics Testbed supports the use of simulated
ammunition that allow officers to operate real weapons in a
non-lethal manner (using chalk rounds). This capability allows
for very realistic training scenarios.

Training with the robot platform and the integrated voice
system revealed that, overall, officers had difficulty remember-
ing the specific keywords for the many commands available
for use with the system [10]. Their inability to recall the com-
mands led to verbal expressions of frustration by the officers.
Although they were frustrated by the current implementation,
they saw potential for the voice integration. It was therefore
a priority to design a tool that could be used by the officers
to train on the words available to them when using the robot.
However, the training tool needed to be independent of the
robotic platform so that the officers did not have to be co-
located with the system in order to train. This requirement for
independence from the robot led to the development of the
web-based training tool discussed in [11].

The web-based training tool was created by integrating the
Julius voice recognition system into training protocols that
were hosted on the web. Julius interpreted commands spoken
into a microphone. The commands were written to file and
a web server processed the output provided by Julius. Voice
recordings were saved for each person training with the tool.
The concept was to provide the officers with a training tool,
which employed a prompt and response system. Officers were
prompted to speak a command while the system was listening.
When the officers spoke the displayed command, the processed
results were displayed on the screen. The system allowed three
attempts at saying the specified command. After each attempt
the results were logged by the system. After three attempts,
the user was allowed to skip the prompt and continue to the
next prompt. At the end of a training session, the officer
could review a file summarizing which words were skipped,
how many attempts each word took, and which phrases were
misinterpreted.

The web-based tool was presented as an option to train
on the voice integration of Julius with the robotic systems,
such that users could train on how to properly interact with

the system. This allowed them to learn how to pronounce the
commands (the system had some difficulty with the many dif-
ferent accents present in the southern United States). However,
through internal testing, it became clear that while the web-
based tool provided a means for users to learn to speak in a
manner such that the system could understand them, the initial
goal of providing a training tool that could help officers recall
the specific commands was not necessarily being met. This
was due to the fact that beyond text-based confirmation, the
web-based tool provided nothing that allowed the officers to
associate the spoken commands with specific actions to be
performed by the robot. In order to resolve this issue, the tool
was redesigned to work with a virtual environment, so that
the users could see the results of their spoken commands on a
simulated robotic platform. The goal was to allow officers to
train on a robot that executed the spoken commands but still
did not require the officers to have a physical robotic system.

IV. VR IMPLEMENTATION

The virtual training tool was implemented using the Unity
game engine. Unity is cross-platform and provides support
for 3D virtual environments with easy integration of head
mounted displays [12]. The Julius voice recognition software
was integrated with Unity using network sockets. Julius au-
tomatically captured the default microphone of the system
at start-up. Parsed commands were passed to a loop that
listens exclusively for commands to be passed by Julius to
the system for processing. A look-up table links command
strings with a handler function that implemented the action.
This implementation allowed for easy expansion of capabilities
in the system by simply adding new strings and new functions
to the look-up table.

Initially, users were presented with a menu that allowed
them to select from a variety of different options for customiz-
ing the training scenario. First, the user may select an envi-
ronment for the training scenario. In the initial implementation
of the system, two environments were provided: a bank and a
school. The bank environment consisted of a single room with
multiple cubicles. In the bank, a person was hidden between
two sets of cubicles. The user could drive the robot through
the room and verbally issue commands to the robot as they
searched for the person. The bank environment can be seen in
Figure 2.

Fig. 2. Bank Scene Virtual Environment
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The second environment provided was a school hallway.
The school environment consisted of a long hallway with
lockers and two classrooms. The first room was located on
the right side of the hallway and did not contain a person.
The rooms were populated with typical classroom materials
such as blackboards, desks, and chairs. The second room at
the end of the hall on the left was an exact replica of the first
room except that it included a person standing in the center
of the room with their hands raised in the air. The school
environment can be seen in Figure 3.

Fig. 3. School Scene Virtual Environment-second room from the perspective
to see person standing in the room and hallway the robot traverses.

Once the user selected an environment, the user was
prompted to choose a robotic system to use in the training
scenario. The initial implementation provided the user with a
single choice, a model of the Throwbot XT by Recon Robotics
[13]; however future iterations will have other robots available.
This robot is a small tactical platform. Within the virtual
environment, the robot’s capabilities were expanded to include
systems not typically available on the real-world version of
the robotic system. In order to test specific commands, a
spotlight and strobe lights were added to the robot system.
Additionally, an audio speaker was attached. None of this
specific hardware was represented in the robot’s geometric
model and was only associated with specific locations on the
robot for the generation of realistic lights and sounds.

Once a robot was selected, the user specified which equip-
ment they wanted to use for a visual display. In the training
scenarios, the visual display provided a secondary interface to
display the list of available commands, what Julius heard when
the user was talking, and prompts to confirm commands. In
the initial implementation, the user could select a virtual im-
plementation of a Google Glass optical head-mounted display.
Google Glass is an augmented reality head mounted display
system that effectively provides the user with a heads-up
display. On this display (see Figure 5), the available commands
are listed as well as their outcomes. The available commands
can be seen in Table I.

The user was then provided options for how to interact with
Julius. Three options were initially provided. The first option
was to simply display the command that was interpreted by
the system and then execute that command. This was the mode
of operation that was used by the physical system. This mode

Current Commands
Keyword Command Result

Apple Light Turns off all lights
Apple Dog Plays dog barking
Apple Spot Turns on spot light
Apple Dark Turns off spot light
Apple Strobe Turns on strobe light
Apple Off Turns off strobe light
Apple Flash Turns on blue/red lights
Apple Siren Plays siren sound
Apple Quiet Stops all sounds

TABLE I
TABLE OF COMMANDS AVAILABLE TO USE DURING TRAINING

of operation can lead to problems when Julius misinterprets
the user’s speech or picks up background noise as input. We
felt it was important to include this mode of interaction as
it was what officers initially interacted with during training
[10]. The disadvantage of this approach was that analysis of
the interaction required manual review of the entire interaction
and any faulty interpretations were then marked for future
improvement of the system.

The second interaction mode was the press to confirm
option. When this option was selected, the Julius system
interpreted a spoken command, and then the interpreted text
was presented to the user on the display, as seen in Figure 5.
The user was prompted to confirm the interpreted command
by pressing Enter on the keyboard. When the user confirmed
the command, it would be executed. This mode of interaction
was one that was suggested based on verbal feedback from
officers that interacted with the voice recognition system when
used with a physical robot. This allowed the user to filter
out any misinterpretations that occurred and ensure that lights
or sounds would not be accidentally activated by the system
when it was not desired. An advantage of this option was
that the system could automatically evaluate the number of
confirmed and not confirmed commands after a scenario was
completed. Based on the captured recordings and timestamps,
the system could be adapted for specific users and/or the faulty
interactions could be analyzed.

Finally, the third interaction method provided to the users
was press to talk. In this mode, the user would have to press
and hold the Enter key to notify the system that it wanted to
receive input from Julius (see Figure 4). Any interpretations
provided by Julius when the Enter key was not pressed where
simply thrown out. However, any commands interpreted while
the key was pressed would be executed immediately. This
mode of interaction provided the ability to filter out any
interpretations that occurred when the user didn’t want the
system to execute a command. It also provided fast execution
of commands when the user wanted to issue commands, but,
provided very little control over what was executed once
the system was listening. When using this method, a wrong
command could be interpreted and executed while the press to
talk was activated. An advantage of this approach was that all
recordings with a timestamp outside the pressed button area
could be deleted after interaction automatically.
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Fig. 4. Press to talk prompt displayed in the VR Oculus Headset

Two versions of the software were implemented. One ver-
sion was designed to be used exclusively on a desktop when
the user did not have access to a Virtual Reality headset.
The user operated the robotic system by using the WASD
keys. The simulated Google Glass display was presented in
an approximately correct location for the provided viewpoint.
A chase camera was attached to the robotic system and moved
with the robot through the environment. Voice input was
provided to the system using a microphone attached to the
computer. A screenshot of this interaction method can be seen
in Figure 5.

Fig. 5. Press to confirm prompt in desktop view

The second version was designed for use in Virtual Reality
using an Oculus Rift head-mounted display [14]. An Oculus
Rift is an immersive Virtual Reality head mounted display,
which integrates easily with Unity. In this version of the
software,the user’s perspective was independent of the robotic
system. This allowed for increased sense of realism and
presence in the environment allowing the user to feel as if
they were standing within the scene. The robotic system was
driven using the Oculus Touch controllers [14]. The movement
of the robot was tied to the left thumbstick. In the Virtual
Reality version, the Google Glass display was positioned in
front of the person’s right eye, so that the user felt as if they
were wearing the glasses. The VR version used the Oculus
Rift’s built-in microphone to capture the commands spoken by
the user. Confirmation of a spoken command was provided by
pressing the ”A” button on the Oculus Rift Touch controllers.

V. CONCLUSION

We expect the revised training tool to improve officer
recall of verbal commands through association of the com-
mands with actions observed in the virtual environment when
interacting with the robotic system using the Julius voice
recognition system. In addition to using the platform for
training interaction with the voice system, the training tool
can be easily expanded to allow for prototyping and testing
different interfaces for the Julius system and for the general
robotic system. By leveraging the Unity development platform,
this tool provides the ability to be easily expandable. We have
shown that multiple environment scenarios can be designed
and implemented with ease. A multitude of real-world inter-
faces can be implemented within the virtual environment for
use, testing, and evaluation. Changing out robotic platforms
or vehicles for testing the use of different interfaces and voice
recognition is relatively simple. Additionally, the tool provides
the option for a high level of immersion for the participant by
leveraging Unity’s integration with VR head-mounted displays
such as the Oculus Rift.

VI. FUTURE DIRECTIONS

The virtual training tool has the ability to be expanded
in many different ways. Additional environments, including
dynamic elements, need to be implemented to allow for a
greater variety in training scenarios. Furthermore, additional
interfaces for displaying the input provided to Julius should
be tested within the environment to help users decide which
interfaces make sense for their use of Julius. The effectiveness
of the tool should be formally evaluated through comparison of
user performance with the robot using the web-based training
tool and the VR-based training tool. Additionally, performance
of users with virtual interfaces should be compared to per-
formance with real interfaces. Finally, expanding the virtual
training tool to include a larger set of languages will support
the wider adoption of the tool and should provide for a larger
user base internationally. TUKE is planning to demonstrate
the tool on International Museum Day (May 18) in Kosice and
evaluate the interactions in both English and Slovak languages.
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