
  Проблеми 
  на mехничесkаmа 
  kибернеmиkа 
  и робоmиkаmа 
__________ 
 
  69 
 
 
 
 
 
 
 
 
Академично издателство „Проф. М. Дринов“ 

 
 



Problems   of  Engineering   Cybernetics  and  Robotics 
______________ 
 
Volume 69  Sofia  2018 
 
Bulgarian Academy of Sciences 
 
 
Редакционна колегия 
 
Васил Сгурев (отговорен редактор), Роман Захариев (зам.-отговорен 
редактор), Димитър Карастоянов (секретар), Ангел Ангелов, Недко Шиваров 
 
Адрес на редакцията: Институт по информационни и комуникационни 
технологии, 
1113 София, ул. „Акад. Г. Бончев“, бл. 2 
 
 
 
Editorial Board 
 
Vasil Sgurev (Editor-in-Chief), Roman Zahariev (Deputy Editor-in-Chief), Dimitar 
Karastoyanov (Secretary), Angel Angelov, Nedko Shivarov 
 
Adress of the Editorial Office: Institute of Information and Communication 
Technologies 
1113 Sofia, “Acad. G. Bonchev” Str., Bl. 2 
 
 
 
  © БАН, Институт по информационни и комуникационни технологии 
 2018 
 
 
 
Академично издателство „Проф. Марин Дринов“ 
 
Редактор   Е. Михайлова 
Формат  700/1000/16          
Печ. Коли 5.75 
Отпечатана  в  Печатницата  на  Академично  издателство  „Проф.  Марин  Дринов“,  
1113  София, 
ул. „Акад. Г. Бончев“, бл. 2 
 
Предпечатна подготовка – Отдел „Координационна и информационно-издателска дейност“ при 
Институт по информационни и комуникационни технологии – БАН, 1113 София, ул. „Акад. Г. 
Бончев“, бл. 2 
 



ISSN 0204-9848 



ISSN 0204-9848 

Problems of Engineering Cybernetics and Robotics 
______________________ 
Volume 69  Sofia  2018 
Bulgarian Academy of Sciences 
 

Selected papers from: 
INTERNATIONAL CONFERENCE “COST ORIENTED SERVICE ROBOTS” 

November 24th 2017, Sofia, Bulgaria 

 

C o n t e n t s 

M. Pleva, S. Ondas., Speech applications for human-robot interaction systems………..3 
M. Konstantinov, N. Chivarov, N. Shivarov.,  
Kinematics of Mobile Robots with Three Active Wheels…………………………………………..15 
L. Ozaeta, M. Graña, M. Dimitrova, A. Krastev., Child oriented storytelling  
with NAO robot in hospital environment: preliminary application results…………………21 
I. Veneva, D. Chakarov, P. Venev, E. Zlatanov, M. Tsveov, D. Trifonov, X. Navaro., 
Exoskeleton for rehabilitation…………………………………………………………………………………..30 
M. Marinov, V. Lazarov., Intuitionistic fuzzy robot motion control……………………………40 
D. Chikurtev, I. Rangelov, N. Chivarov, E. Markov, K. Yovchev., 
Control of Robotic Arm Manipulator Using ROS………………………………………………………..52 
D. Chikurtev, I. Rangelov, N. Chivarov, N. Shivarov, A.Gigov.,  
Control of service robot via voice commands……………………………………………………………62 
O. Manolov, S. Noykov.,  
Low-cost control of stepper motors with multi-purpose for robotics………………………..68 
S. Kazakova, N. Stoimenov, D. Kirov, D. Karastoyanov, Y. Kamenova.,  
Computer Tomography Study of Enamel Samples Treated  
with Different Working Regimes of Er,Cr:YSGG Laser………………………………………………..75 
K. Kolchakov, V.  Monov., Hardware acceleration of a scheduling algorithm  
for crossbar switch node via decomposition of the connection matrix………………………83 
D. Ivanova., Tomographic Methods for Non-Destructive Testing  
of Material Properties……………………………………………………………………………...………..…..….91 
D. Karastoyanov, N. Stoimenov, S. Gyoshev., Assistive graphical interface presenting 
cultural-historical heritage for low sighted and blind people..…………………………………..101 
K. Perev., Proper Orthogonal Decomposition and Legendre  
Polynomials Approximation………………………………………………………………………………………108 



 
 

Выбранные публикации из: 
МЕЖДУНАРОДНАЯ КОНФЕРЕНЦИЯ 

„СЕРВИСНЫЕ РОБОТЫ, ОРИЕНТИРОВАННЫЕ НА СТОИМОСТЬ“ 
24 ноябрь 2017, София, Болгария 

 
 
 
С о д е р ж а н и е  

 
М. Плева, С. Ондас.,  
Речевые приложения для систем взаимодействия человека и робота……….…………14 
М. Константинов, Нa. Шиваров, Не. Шиваров.,  
Kинематика мобильных роботов с трех активными колесами……………………………….20 
Л. Озаета, М. Грана, М. Димитрова, А. Крастев., Сценарии взаимодействия  
NAO робота и ребенка в больничных условиях: Резултаты применении……………….29 
И. Венева, Д. Чакъров, П. Венев, Е. Златанов, М. Цвеов, Д. Трифонов, Ч. Наваро., 
Екзоскелетон для рехабилитации…………………………………………………………………………….39 
M. Маринов, В. Лазаров.,  
Интуиционистки нечеткое управление движением робота…………………………………...51 
Д. Чикуртев, И. Рангелов, На. Шиваров, Е. Марков, К. Йовчев.  
Управление роботизированным манипулятором с помощью ROS…………………………61 
Д. Чикуртев, И. Рангелов, На. Шиваров, Не. Шиваров, А. Гигов., 
Управление сервисным роботом с помощью голосовых команд…………………………..67 
О. Манолов, С. Нойков., Низкозатратное управление шаговыми двигателями  
с многоцелевым предназначением для робототехники………………………………...………74 
С. Казакова, Н. Стоименов, Д. Киров, Д. Карастоянов, Ю. Каменова., 
Компьютерное томографское исследование образцов эмали,  
обработанных различными рабочими режимами Er, Cr: YSGG лазер…………………….82 
К Колчаков, В. Монов., паратное ускорение алгоритма расписания  
для кросбар переключателя через декомпозиции матрицы связи…………………….....90 
Д. Иванова., Томографические методы неразрушающего  
контроля свойств материалов……………………………………………………………………….………..100 
Д. Карастоянов, Н. Стоименов, С. Гьошев., Спомогательный графические  
интерфейсы, представляющие культурно-историческое наследие для  
слабовидящих и слепых людей……………………………………………….........................……….107 
К. Перев., Правильная ортогональная декомпозиция 
и аппроксимация с многочленами Лежандра……………………………………………….……….120 



БЪЛГАРСКА АКАДЕМИЯ НА НАУКИТЕ  •  BULGARIAN ACADEMY OF SCIENCES 
 
 
ПРОБЛЕМИ  НА ТЕХНИЧЕСКАТА  КИБЕРНЕТИКА  И  РОБОТИКАТА, 69 
PROBLEMS OF ENGINEERING  CYBERNETICS AND ROBOTICS, 69 
 
София  •  2018  •  Sofia 
 
 
 
 
 
 
 
 
 
 
 

Speech applications for human - robot interaction systems. 
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Email: matus.pleva@tuke.sk  

Abstract: The speech communication is the most natural way of human-to-human-
communication. The speech is a natural way of communication also for users of the 
robotic systems, especially for children, elderly and visually impaired people. This 
paper introduces recent progress in research and development of human robot 
interaction (HRI) based on speech enabled interfaces. Its main focus is to show the 
potential of the state-of-art automatic speech recognition techniques applied to 
modern HRI technologies in applications developed in Laboratory of speech and 
mobile technologies at the Technical university of Košice. Some of them were made 
together with international partners, like the English speech commands implemented 
to Jaguar robot with Center for Advanced Vehicular Technologies, Mississippi State 
University, US. Also the evaluation of the dialogue application with NAO robots will 
be presented with synthetized speech combined with gesture. 

Keywords: speech recognition, HRI, personalization, application development. 
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1. Introduction 

The research group of the Laboratory of Speech and Mobile Technologies in 
Telecommunications (LSMTT - the Laboratory) is a part of Department of 
Electronics and Multimedia Communications which belongs to the Faculty of 
Electrical Engineering and Informatics of the Technical University of Košice (FEI 
TU). The young and productive team of around 20 members works continuously on 
automatic speech recognition and speech dialogue technologies for more than 30 
years. During this period a lot of applications were developed thanks to numerous 
national projects, contracts with Slovak & foreign companies, 6th and 7th EU 
framework programme projects, international COST networking projects (cost.eu) 
and EU structural funds projects, which helps us to improve the technological 
facilities of the Laboratory. The research of the Laboratory is focused mainly on the 
Slovak language processing including automatic speech recognition [1] and synthesis 
[2]. A task for language independent voice search [3], English speech synthesis [4, 
5] and English speech commands for noisy environment [6] were realized recently. 

2. Speech application types 

For speech communication with robots we have to distinguish between the main 
types of speech recognition technology used. We can divide the applications with 
automatic speech recognition (ASR) modules to 4 types: 

1. Simple words – commands recognition. You can know these applications 
from multi-panel control in car with navigation and telephone dialing 
abilities, voice commands for mobile terminals / robots, etc. These systems 
can run locally on small embedded devices. 

2. Sentences using fixed grammar (medium size vocabulary) – these 
applications usually provide simple dialogues. You can try them when using 
automatic telephone call center, interactive voice response (IVR) systems 
which can provide you some information or services only using your phone 
and speech input, etc. These dialogues could be implemented to robotic 
platform when there is an internet connection available. 

3. Large Vocabulary Continuous Speech Recognition – LVCSR – these 
applications needs more computing power if they want to run locally on the 
device or robot. They are most commonly used for dictation software, voice 
search, etc. For running on robotic platform the internet connection to cloud 
or shared ASR modules are required if platform has lower computing 
resources.  

4. Spontaneous speech recognition – this is still a challenge, especially if 
computer wants to understand the meaning of the recognized text. For 
spontaneous we can expect grammatically incorrect sentences, rude 
speaking, out of vocabulary (OOV) words like foreign names and companies, 
pauses during the sentence, etc.  
 

4 
 



 

3. Third party speech application programming interfaces (API) 

When making decision about possible speech enabled API for the robotic platform 
the currently available third party API should be taken in the consideration. Many 
companies provide server based Large Vocabulary Continuous Speech Recognition 
services using their API. For example: 
 https://cloud.google.com/speech/ 

Google: Speech to text conversion powered by machine learning, for 
using the Speech API you have to use the Goggle Chrome web 
browser, or implement the required call to Google servers. The 
amount of requests is limited for free use. 

 https://azure.microsoft.com/en-us/services/cognitive-services/speech/  
Microsoft: Convert spoken audio to text. It is a cloud service where 
you can request the transcription of the audio recording. 

 https://developer.mozilla.org/en-US/docs/Web/API/Web_Speech_API  
Mozilla: there is a CMUSphinx implementation in Gecko, but also 
implementation of Google Speech API could be executed in the 
browser 

For using the online dictation mode there are more plugins for Google Chrome. For 
example https://dictation.io/ where you can choose a language from all Google 
Speech API supported languages and test the server platform before using it. 
If a man wants to use paid online services there are also offerings from Amazon, 
Facebook and many others (vocapia.com, speechmatics.com, etc.). 

 
Of course there are opportunities to use the local commercial apps, but they are 
standalone applications and for using the recognizer for a robotic platform you have 
to pay for a modified version and license every copy of it. The examples of standalone 
local applications are Dragon Naturally Speaking from Nuance, NEWTON Dictate, 
etc. 

4. Third party free local automatic speech recognition engines 

The local ASR engines are necessary for robotic platforms with limited internet 
access or when the privacy issues do not allow the sharing of the audio data through 
the internet to third parties. There are many free decoding engines available for these 
purposes like Julius (C++, HMM based), Kaldi (NN based), HTK (C++, HMM based, 
only research purposes), Sphinx (Java, HMM based, pocket mobile version 
available), DeepSpeech (Mozilla open source Speech-To-Text engine uses uses 
Google's TensorFlow - open-source software library for Machine Intelligence and 
Deep Learning) etc. 
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For local ASR modules, the requirements for the developers are higher. These 
engines are provided mainly as decoders with no models for particular languages. 
Some of them are providing English general language and acoustic models. Sphinx 
is providing models also for German, French, Dutch, Spanish, Italian, Mandarin, 
Hindi, Kazakh, Russian, Greek and Indian English. 
 
On the other hand, when the developer holds a control on full configuration of the 
engine he can use a fixed grammar for noisy environment and command control of 
the robot or he can add OOV words to the dictionary and language model too. 
Although these modifications are not trivial and requires an experienced user in 
speech applications. The specialized language models for particular domains as law 
enforcement, medical, business, banking, sports etc. could significantly increase the 
accuracy and usability of the whole system.  
 
The main advantage is that no data needs to be shared to third parties and no internet 
connection is required for local ASR solutions. The end-user should always mind that 
when using the party server based engines he accept the conditions of storing and 
analyzing the audio data for future improvements of the systems. 

5. SCORPIO robot speech commands application in Slovak language 

The SCORPIO is a small-size mini-teleoperator mobile service robot for booby-trap 
disposal [7]. An operator can manually control it through the portable briefcase 
remote control device using joystick, keyboard and buttons [7]. ZTV-VVU Kosice 
Company manufactures this robot and thanks to joint projects, TUKE collaborated 
on speech interface.  
 
As you can see on Figure 1. and 2. the robot is controlled from portable briefcase 
with limited number of buttons. As the functions of the robot was increasing in time 
(number of cameras, lights, etc.) the rebuilding of the briefcase was necessary. The 
optimal solution was using the joystick from the briefcase only for controlling the 
movements of the robot and control all additional functions with speech interface. 
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Fig. 1. Service robot SCORPIO. 

 
Fig. 2. Portable briefcase used for remote control of the robot SCORPIO. 

 
The SCORPIO robot vehicle contains currently: 
 Black and white cameras 
 One color camera 
 2 laser pointers  
 3 distance sensors 
 7 lights 

The remote control briefcase contains a small embedded PC with Intel Pentium-III 
based 1GHz CPU, 1 core, 4GB of Flash card storage and 1GB of RAM. The user 
interface contains:  
 12” TFT display, 
 Joystick with dead men button,  
 keyboard,  
 many buttons 
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The briefcase is easily extendable using the USB connector on the left side. For 
enhancing the system with speech, enabled application the external USB sound card 
was used. The Julius [8] recognizer was used with acoustic models trained on landline 
telephone speech database SpeechDatE-SK database [9] using reference recognizer 
training procedure from the COST-249 project [10]. The results during the testing in 
noisy environment are presented in the Table 1. For demonstration we used a head 
set microphone and loudspeakers. 
 
The “dead man button” on the joystick was used for confirmation and execution of 
the recognized command as you can see on the demo video1. The built-in TFT 12” 
display is used for the chosen camera view and the system status windows. The 
system status windows are simpler when in production operations. This video was 
made during development and the robot vehicle is also uncovered. 
For better feedback to the operator, the recognized command is synthetized using 
simple DB selection synthesizer.  
 

Table 1. The Word Error Rates for recognition in noisy conditions. 

SNR (dB) 25 10 

WER (%) 2.76 9.81 
 

6. Jaguar robot speech commands application in English language 

The robotic platform, in this case was a Jaguar V4, a small unmanned ground vehicle, 
that acts as a forward member of the SWAT tactical team, searching dangerous areas 
without putting the officers in harm’s way (see Fig. 3) [11]. There is no extra officer 
for the robot operation and one of the team member has to hold the gun and control 
the robot together. Dr. Pleva from TUKE visited the team from CAVS, Mississippi 
State University in order to embed the voice recognition system to the robotic 
platform.  
 
The Julius recognizer and freely available TIMIT + WSJ acoustic models [12] for 
English language were used together with noise models from TUKE [13, 14]. The 
fixed grammar was designed for this purpose taking in the account the noisy 
environment and speech in the background [15]. 
 

1  http://speetis.fei.tuke.sk/video/scor2012.wmv 
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Fig. 3. Extended Jaguar V4 robotic platform on CAVS – Center for Advanced Vehicular Systems. 

The solution presented in the demo video2 is based on wireless Nunchuck Wii 
gamepad controller for robot movement and steering control on Fig. 4. The video 
from the chosen camera is displayed on smart glasses of the officer. The voice 
recognition module was used for controlling of the additional functions as lights, 
strobe light, cameras or playback of the chosen file in the loudspeaker of the robot. 
 

 

Fig. 4. Wii Nunchuck controller with joystick and 2 buttons for robot movements control. 

2 http://bit.ly/1sxaqcK 
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7. NAO dialogue application based on VoiceXML interpreter in Slovak and 
English language with evaluation results and discussion 

Humanoid robot NAO (see Fig. 5) is an autonomous programable robot developed 
by Softbank Robotics. NAO can be considered as a great tool to prepare a multimodal 
dialogue system due to its support of vision, hearing, gesture production and body 
language. Moreover, robot can run in an autonomous mode to produce human-like 
movements. The pilot version of the multimodal dialogue system for NAO enables 
multimodal interaction with the user in such manner that it takes a speech input from 
the user and it answers by a combination of synthetic speech and gestures [16]. 
Interaction with the user is managed by an external dialogue manager, which 
interprets VoiceXML language [17]. The architecture of the system is shown in Fig. 
5.  

Expect NAO, the basic system components are built-in automatic speech recognition 
system and text-to-speech system. Using of built-in speech technologies brings to the 
system the support of 19 languages that are supported by NAO itself. The next 
important component is the VoiceON dialogue manager, which manages the 
interaction by VoiceXML scripts interpretation. The communication between  

 
Fig. 5. NAO multimodal dialogue system. 

NAO functionalities and the dialogue manager is transformed in wrapper module. To 
produce multimodal output of the robot the new simple module was designed – 
MultiModal output generation module, which join synthesized speech and gestures 
into one output stream. Module analysis sentences, which should be synthesized by 
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NAO’s TTS module and it search for keywords, which relates to particular 
movements and head/hand gestures.  

Because NAO originally does not support Slovak language, we use Czech language 
pack to enable Slovak dialogues. This cross lingual using is possible thanks to similar 
phonetic set of both languages. In case of speech recognition, ne special changes need 
to be done. In case of speech synthesis, Slovak text need to be modified to overcome 
of differences. 

A pilot speech communication application was designed, and a preliminary 
evaluation was performed using subjective methods3. Evaluation was done by thirty 
test subjects – students, which interacted with robot. They were split into three 
distinct groups: 

• First group interacted with the robot, which produced only speech without 
gestures and autonomous movements.  

• Second group interacted with the robot, which produced speech together with 
gestures, but autonomous behavior was switched off. 

• Third group interacted with the robot, when the autonomous behavior was 
switched on and the robot produced speech and gestures, which resulted from 
text processing.  

The goal of evaluation was to examine the impact of different modes of gesture 
production on the perception of naturalness and smoothness of the interaction. Test 
subjects fill the questionnaire after the interaction with robot. Results of the 
preliminary evaluation (Fig.6) highlights importance of involving gestures into 
communication exchange. The interaction was realized also in English language for 
demonstration purposes of easy adaptation of the robotic multimodal platform to 
different languages4. 

3 https://goo.gl/9I8xsS  
4 https://goo.gl/nVjBgj  
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Fig. 6. Results of subjective evaluation. 

Conclusion 

The obtained results show the potential of using different speech modules for task of 
automatic speech recognition and synthesis. The evaluation of the multimodal 
platform shows that the automatic gesture synthesis allows a more natural human - 
robotic interaction and dialogue with the user. The presented modules was realized 
in offline mode with no internet connection needed so they provide better privacy of 
the user and better independence on the network infrastructure in rescue or law-
enforcement operations. 
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Речевые приложения для систем взаимодействия человека и 
робота. 
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Technical University of Kosice, Letna 9, Slovakia 

Email: matus.pleva@tuke.sk 
 
 
Аннотация: Речевое общение является наиболее естественным способом 
общения человека и человека. Речь является естественным способом общения 
также для пользователей роботизированных систем, особенно для детей 
плоховидящих и пожильек людей. В настоящем документе представлен 
недавний прогресс в исследованиях и разработках человеческого робота (HRI) 
на основе интерфейсов с поддержкой речи. Основное внимание в нем - 
показать возможности современных автоматических методов 
распознавания речи, применяемых к современным технологиям HRI, в 
приложениях, разработанных в Лаборатории речевых и мобильных 
технологий в Техническом университете Кошице. Некоторые из них были 
сделаны вместе с международными партнерами, такими как английские 
речевые команды, реализованные для робота Jaguar с Центром 
усовершенствованных автомобильных технологий, Университет штата 
Миссисипи, США. Также оценка применения диалога с роботами NAO будет 
представлена синтезированной речью в сочетании с жестом. 
 
Ключевые слова: распознавание речи, HRI, персонализация, разработка 
приложений. 
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